
   

        

PhD thesis Project 
An energy proportional neuromorphic solution for processing streaming data with SpikeNets  

    

Context 

Spiking neural networks are considered as the third generation of neural networks and could thus 

replace the conventional networks used in machine learning in order to reduce energy consumption 

of AI, especially in Edge applications.  

But taking advantage of SNN needs to efficiently parallelize their execution onto multiple 

neuromorphic (event-based) processors (NPU) according to the effective profile of activity in terms of 

spikes generated in each layer of the network.  

The literature didn’t address the question of energy proportional execution of SNN on parallel 

architectures such as Loihi 2 (Orchard 2021), Spinnaker (Mayr 2019) or SPLEAT (Abderrahmane, 2021).  

The goal of this PhD project is to develop such a new neuromorphic architecture by integrating 3 main 

architectural features: parallel processing in a dedicated memory hierarchy, computation based on 

asynchronous graded spikes, and dynamic control of stream of data. The research will mainly address 

the domain of image processing for embedded and low-power devices. 

 

State-of-the-art 

The binary nature of spikes leads to considerable information loss, i.e. quantization errors, 

causing performance degradation compared to ANNs using floating-point operations. The SNNs 

quantization error can be reduced by increasing latency over the network. However, with a longer 

conversion time, more spikes are generated, thus increasing the energy consumption as well. 

Several techniques have been proposed to minimize both the quantization error and the latency of 

SNNs. These approaches can be applied to either the ANN-to-SNN conversion or directly during 

the SNN training using the surrogate gradient (SG) method. In Li et al. (2022) and Rathi and Roy 

(2021) the authors adopt an ANN-to-SNN conversion scheme and optimize the firing threshold of 

the spiking neurons after conversion to better match the distribution of the membrane potential. 

In Castagnetti et al. (2023b) the SNN is trained using SG and the Adaptive Integrate-and-Fire 

(ATIF) neuron. This ATIF neuron has been proposed as an alternative to the original Integrate and 

Fire (IF) neuron since the firing threshold (Vth ) is a learnable parameter rather than an empirical 

hyper-parameter. In Guo et al. (2022), the authors also use SG to train the SNN, but introduce a 

distribution loss to shift the membrane potential distribution into the conversion range of the 

spiking neurons. With these approaches it is possible to get SNNs with almost no accuracy 

loss when compared to the equivalent ANNs, using only few timesteps. To further decrease 

the latency, recent approaches propose to go beyond binary spikes and introduce multi-level 

spiking neurons, or graded spikes as in Orchard et al. (2021). This mechanism expands the output of 

spiking neurons from a single bit to multiple bits, thus increasing the information that can be 

communicated at each timestep, Shrestha et al. (2024). In Guo et al. (2023) the authors propose a 

ternary spiking neuron that transmits information with {-1, 0, 1} spikes. Moreover, in multi-level 

spiking neurons the spike is extended to a fixed-point unsigned binary number with m integer bits 

Feng et al. (2022) and possibly n fractional bits, Xiao et al. (2024). But most of the previous works 

only focus on the SNN latency. However, it has been shown Lemaire et al. (2023); Castagnetti 

et al. (2023a) Dampfhoffer et al. (2023) that besides latency, another important parameter that 

has to be optimized to improve the energy efficiency is the sparsity of the network, in other 

words the number of spikes, either binary or multi-level, generated during an inference Castagnetti et 

al. (2025). In this PhD project we will compare binary and multi-level SNNs from the energy-efficiency 

point of view on its impact onto the neuromorphic architecture SPLEAT and how this feature can help 

to reach energy proportional computation according to the neural activity. 



   
 

Project mission 

The PhD project will be organized in several periods. 

During the first period, we will address the question of the optimization of the existing version of the 

architecture on FPGA devices. After a complete review of existing neuromorphic hardware 

architectures and an introduction to training spiking neural networks, we will focus on the profiling 

of activity and energy of SNN over different datasets and the potential gain offered by integrating 

graded spikes into the architecture (Castagnetto et al. 2025). This phase will provide conclusions on 

the precision of high-level estimation method of energy consumption of SNN and the effectiveness of 

parallel execution of SNN on FPGA. 

The second period will be dedicated to the optimization of the memory hierarchy, both by designing 

of a specific memory hierarchy optimized for efficient usage of memory blocks on FPGA, and by 

explicit control of clock gating signal per clock region (Varasala 2024) 

The third and last period will be dedicated to the definition of a continual prediction paradigm to 

reduce energy consumption on stream of data and to the application of the proposed solutions to 

realistic applications on stream of visual data. 
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Practical information 
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